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1. INTRODUCTION 
    

The aim of this document is to describe a standardized procedure to conduct the setup and                
operation onboard of the acquisition system NEREIDAS at the SOCIB RV. 

2. RELATED DOCUMENTS 
    

● RVF Data Management Plan 
● NEREIDAS manual 

 

3. NEREIDAS CONFIGURATION 
Changes of the configuration occurs when a new cruise starts. This change should be done               
only once at the beginning of each cruise. 
 

● Open a terminal in the linux computer of the vessel (172.16.137.54) with socib user 
● Edit the file /home/socib/scbvessel_utils/config/env.def 
● Set the value of the cruise to the name of the cruise (first line of the file), for example: 

○ export SCBVESSEL_UTILS_CRUISENAME="20190729_CanalesSummner" 
● Save the changes 

 
There are some unusual cases when other variables of the env.def file should be changed,               
for example: 

● When the path to the data changes 
● When the IP or ports of the sensor changes 

 
Json calibration files may be modified if the calibration of the termosal is changed.  
 
For more information about these changes read the ​NEREIDAS manual​. 

4. PROCEDURE DEVELOPMENT 
4.1. Before the cruise 

● Open a terminal in the linux computer of the vessel (172.16.137.54) with socib user 
● Verify that the calibration file at ~/scbvessel_utils/config/proc/proc_calib.json is        

correct. 
● Start the acquisition service 

socib@SCBDC​:​~​$ sudo service scbvessel_nereidas_raw start 

4/7 

http://repository.socib.es/repository/entry/show?entryid=3f66c479-8355-4485-aa43-9c420db9d8d7
http://repository.socib.es/repository/entry/show?entryid=b6967f3b-f721-4044-9543-062803679e32
http://repository.socib.es/repository/entry/show?entryid=b6967f3b-f721-4044-9543-062803679e32


 
 

● Verify that the service is up 
socib@SCBDC​:​~​$ sudo service scbvessel_nereidas_raw status 
 

 
 

● Verify that raw data is recorded 
Data should be recorded at /datos/BaseDatosContinua/ORI/20190729_CanalesSummner if       
the name of the cruise that was defined in the env.def is 20190729_CanalesSummner.             
There should be the following directories when all the sensors are on: 

○ gps.nmea  
○ gps.raw  
○ gyro.nmea  
○ gyro.raw  
○ meteo.bin  
○ meteo.nmea  
○ meteo.raw  
○ sonda.nmea  
○ sonda.raw  
○ termosal.bin  
○ termosal.nmea  
○ termosal.raw 

 
Notice that the termosal is started outside the harbor so the folders termosal.XXX will be               
created later when leaving the harbor. It is worth taking a look at the beginning of the                 
mission to make sure there are no issues with the termosal acquisition. 
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If any of these folders do not show it is an indication that the sensor is not visible by                   
NEREIDAS. Verify that the sensor is on, that the rs232 connection is fine and that the moxa                 
does not have any configuration issue. 
Every day a new file will be created in each of these directories. The verification procedure                
may be done at the beginning of the day to make sure that the raw data is acquired. At any                    
point in the mission, you can also use ​tail -f file on the created to verify that the files are                    
increasing with new raw data. 
 

● Verify that the processing service is up 
 
socib@SCBDC​:​~​$ sudo crontab -l 
 
You should see the following lines (Watch up for commented lines!!): 
 

# Crear proc y ail de los ultimos ~5 minutos cada 5 minutos 
*/1 * * * * /home/socib/scbvessel_utils/bin/scbvesselnereidas_proc -t 12 >> /home/socib/scbvessel_utils/logs/crontab_nereidas_proc_py.log 
*/1 * * * * Sleep 10; /home/socib/scbvessel_utils/bin/scbvesselnereidas_proc -t 12 >> /home/socib/scbvessel_utils/logs/crontab_nereidas_proc_py.log 
*/1 * * * * Sleep 20; /home/socib/scbvessel_utils/bin/scbvesselnereidas_proc -t 12 >> /home/socib/scbvessel_utils/logs/crontab_nereidas_proc_py.log 
*/1 * * * * Sleep 30; /home/socib/scbvessel_utils/bin/scbvesselnereidas_proc -t 12 >> /home/socib/scbvessel_utils/logs/crontab_nereidas_proc_py.log 
*/1 * * * * Sleep 40; /home/socib/scbvessel_utils/bin/scbvesselnereidas_proc -t 12 >> /home/socib/scbvessel_utils/logs/crontab_nereidas_proc_py.log 
*/1 * * * * Sleep 50; /home/socib/scbvessel_utils/bin/scbvesselnereidas_proc -t 12 >> /home/socib/scbvessel_utils/logs/crontab_nereidas_proc_py.log 

 
If you do not see the lines, edit the crontabs: 
socib@SCBDC​:​~​$ sudo crontab -e 
 

● Verify that the processed data is created 
 
The processed data is organized by months-year at /datos/BaseDatosContinua/SCB. Open          
the terminal and go to the folder of the current month (e.g. 07-2019). You should see three                 
folders: 

● meteo.proc 
● posicion.proc 
● termosal.proc 

 
Each day the processing service should create a file containing the processed data. Use tail               
-f to verify that the files are adding as expected. 
 

● Verify that data synchronization with DC is set 
 
socib@SCBDC​:​~​$ sudo crontab -u socib -l 
 
The following lines should be uncommented. 
 

*/5 * * * * rsync -avz /datos/BaseDatosContinua/SCB/ vessel@portal.socib.es:/socib/raw/RT/vessel 
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*/3 * * * * rsync -azv --remove-source-files /datos/BaseDatosContinua/RT/ vessel@portal.socib.es:/socib/raw/RT/vessel/socib_rv 

 
Edit the crontab if required: 
socib@SCBDC​:​~​$ sudo crontab -u socib -e 
 

4.2. After the end of the cruise (at Palma harbour) 
 

● Open a terminal in the linux computer of the vessel (172.16.137.54) with socib user 
● Start the acquisition service 

socib@SCBDC​:​~​$ sudo service scbvessel_nereidas_raw stop 
socib@SCBDC​:​~​$ sudo service scbvessel_nereidas_raw status 
 

● Open a terminal in the linux computer of the vessel (172.16.137.54) with socib user 
● Start the acquisition service 

socib@SCBDC​:​~​$ sudo service scbvessel_nereidas_raw start 
socib@SCBDC​:​~​$ sudo service scbvessel_nereidas_raw status 
 

● Open a terminal in the linux computer of the vessel (172.16.137.54) with socib user 
● Start the acquisition service 

socib@SCBDC​:​~​$ sudo service scbvessel_nereidas_raw stop 
socib@SCBDC​:​~​$ sudo service scbvessel_nereidas_raw status 

 

 
 

● Transfer ORI data to Data Center 
○ Copy data folder  

/datos/BaseDatosContinua/ORI/20190729_CanalesSummner  
(assuming that the name of the cruise that was defined in the env.def is              
20190729_CanalesSummner) to an external drive 

○ Copy data folder to /socib/raw/ORI/vessel 
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